上海大学智能计算升级扩容子系统建设项目
技术指标需求
1. 项目概述
随着人工智能技术的快速发展，尤其是大模型应用在科研与教学中的深入，上海大学现有的智能计算平台已难以满足日益增长的高性能计算需求。为此，学校启动本次“智能计算平台升级扩容项目”，旨在对原有算力架构进行拓展和升级，全面支撑校内本地部署的大模型（如DeepSeek）和“千学百科”等AI基础设施的建设和运行。
当前已部署平台在GPU规模、模型并发训练能力、推理响应效率等方面均存在扩展瓶颈。新项目将通过引入多台高性能GPU服务器和统一算力调度机制，构建集中化、资源弹性调度的计算底座，不仅增强平台整体性能，还可实现与原有资源池的无缝整合，从而显著提升AI平台的可用性与持续服务能力。
项目还将以平台为基础，扩展服务于教学实训、科研训练、垂类大模型开发等应用场景。特别是在推动“千学百科”知识大模型、教育大模型、科研图谱模型等校内自研模型的构建方面，算力平台将提供核心的训练与部署环境。同时，平台也将支撑全校师生在科研项目中的AI模型训练与推理需求，逐步推动“AI for all”战略在校园落地。
本次项目不仅是对已有平台的必要扩容，更是学校人工智能战略发展的关键基础设施建设。因此项目建设的建设核心就是满足校内大模型推理应用的需求以及满足AI教学科研的需求。
2. 技术要求
新项目将通过引入AI 大模型应用平台，构建具备开源大模型本地部署、统一算力调度与智能优化能力的软件支撑体系，打造集中化、资源弹性适配的 AI 服务底座。该平台可深度整合现有志强 5000 系列算力资源，通过动态调度算法与性能优化模块，充分释放存量硬件潜力，不仅能显著提升平台整体服务能力，还可实现与校内现有 IT 架构的无缝衔接，有效满足 2000 用户并发访问需求。
为满足本单位在自然语言处理领域部署4 套超大参数规模模型的推理需求，拟采购若干台高性能 AI 算力服务，具备超大模型并行计算能力、极高吞吐量的 token 生成速度，以支撑超大语言模型的FP8/FP16 精度高效部署、低延迟推理、多用户并发服务能力。
	序号
	服务内容
	数量
	单位
	备注

	1
	高性能 AI 应用服务
	4
	项
	

	2
	常驻服务
	48
	人月
	本科或以上学历3年会以上工作经历


2.1高性能 AI应用服务技术要求
本项目需构建4套 AI 大模型应用服务平台，为我校教学科研、学术创新等场景提供大模型推理、应用开发及服务支撑能力，需兼容当前主流千亿级、百亿级参数大模型的稳定部署与高效运行。
平台调度系统需具备规模化并发处理能力，最大满足全校范围内≥2000 路用户并发访问及推理请求，保障高峰时段服务稳定性与响应效率，单个用户不低于10-15 tokens/s。
平台需满足大模型全参数推理需求，不得通过模型量化压缩（如 INT8 及以下精度）牺牲性能来适配硬件，需保障模型推理的准确性与完整性。
· 大模型应用平台基础技术参数要求
1) 项目共需部署4 套上述大模型应用平台，整体平台总显存容量满足≥4312GB，从而满足多模型同时部署或单模型分布式推理需求。
2) 每套应用平台能够提供满足 FP16 算力≥1536 TFLOPS，平台整体总 FP16 算力≥6144 TFLOPS，支持大模型推理过程中复杂张量运算的高效处理。
3) 支持主流 AI 加速框架（如 PyTorch、TensorFlow、MegEngine）的深度优化，提供框架级适配插件，降低模型部署损耗。
· 主流大模型适配范围
1) 需支持 DeepSeek 系列最新满血版大模型（参数规模671B）部署，满足全参数推理，推理过程中模型参数无裁剪、无量化压缩。
2) 需支持 Qwen3 系列最大参数版大模型（参数规模235B）部署（上下文长度按模型能处理的最大设置），支持模型权重完整加载，推理时延≤500ms / 单条请求（输入文本长度≤512token，输出文本长度≤256token）。
3) 需兼容其他主流开源大模型，参数规模覆盖 10B-100B，支持模型动态加载、卸载及资源调度。
· 模型部署功能要求
1) 针对目前我校现有算力，平台能够支持单机多卡、多机多卡两种部署模式，可根据模型参数规模自动分配算力资源，支持模型并行度≥8、张量并行度≥8。
2) 提供模型推理优化工具，支持推理过程中计算任务拆分、内存复用，保障单计算卡 GPU 利用率≥80%（满并发场景下）。
3) 支持模型推理结果缓存机制，相同请求重复调用时，缓存命中率≥90%，减少重复计算资源消耗。
· 并发承载能力要求
1) 平台整体（百亿级大模型）需支持≥2000 路并发推理请求，单路请求平均响应时间≤1s（输入文本长度≤1024token，输出文本长度≤512token）。
2) 满并发场景下（2000 路请求同时接入），系统无请求丢失、无服务中断，99% 请求响应时延≤1.5s，GPU 资源整体利用率≥85%。
3) 支持并发请求负载均衡，可根据各算力节点资源占用情况动态分配请求，单节点负载波动幅度≤10%。
4) 具备请求队列管理功能，支持优先级调度（如教学场景请求优先级高于普通科研请求），队列长度≥5000 时无性能衰减。
5) 支持突发流量应对，当并发请求量短时上升至 3000 路时，系统可自动触发资源扩容（如临时启用备用计算节点），响应时延增幅≤50%。
6) 提供并发性能监控面板，实时展示并发请求数、响应时延、GPU 利用率等指标，支持异常告警（如时延超阈值、节点故障）。

2.2 校园网互联网独立出口带宽上下行对称企业带宽1000MB
	项目名称
	技术要求

	校园网互联网出口带宽上下行对称企业带宽1000M
	1.	提供线路带宽至少1000M
2.	交付时带宽测试值与承诺带宽误差应小于1%
3.	线路国内点到点访问平均丢包率 ≤0.5%
4.	线路可用率：99.9%（AAA级可改为99.99%）
5.	线路速率支持3G-10G平滑升速
6.	线路平均故障修复时间：≤4小时
7.	支持IPv4 IPv6双栈。
8.	提供访问国际优化IP地址的能力。
9.	在上海本地具备独立的Internet出口。
10.	提供7*24小时技术支持或报修联系电话。 接到报修电话，故障响应时间小于等于30分钟，线路故障修复时间小于等于8小时。
11.	对于可预见的可能影响网络的割接，提前72小时通知客户。
12.	本次采购线路由本次中标运营商提供后续维护、服务等一站式服务


2.3 部署实施及服务期限要求
1) 投标方需承诺：若中标后交付的平台无法满足本需求书任一核心指标（如显存、算力、并发能力），需在 15 个工作日内完成硬件升级或更换，产生的费用由投标方承担。
2) 投标方需承诺：中标后30天内完成平台交付，并在交付后提供为期3年的常驻支持服务。
3) [bookmark: _GoBack]质保期限：5年
2.4项目团队要求
1) 根据项目采购需求负责安装、部署、调试、测试、上线、优化，供应商负责协同学校相关负责老师完成整个项目的安装实施部署工作；
2) 负责项目中涉及到的网络性能监测和优化，实时监测网络的性能指标，优化网络拓扑结构，进行定期的网络性能测试，评估网络的响应速度。
3) 安全管理与防护，设计和实施网络安全策略，监测分析网络流量，及时发现异常行为和安全漏洞，提供安全策略的建议与相关的更新；
4) 故障排除和技术支持，快速响应用户报告的系统故障问题，及时提供远程或者现场的技术支持和故障排除。分析和诊断故障的原因，采取适当的措施进行修复和恢复。  
5) 定期总结：定期召开运维总结会，由工作人员向校方负责人汇报日常运维事务、重要故障的原因分析、巡检工作的执行情况，对无线网络系统的整体工作情况作出评估。 
6) 在服务有效期内，提供相关的技术文档、操作手册和知识库，帮助用户了解和使用网络设备。定期组织培训活动或按用户要求提供每年不少于2次的现场培训。
7) 紧急响应，对于可能出现的紧急情况，提供快速响应预案，以最小化对活动的影响。建立紧急联系渠道，确保发生问题时能够及时与相关人员取得联系，并及时处置相关的问题。
8) 提供免费的服务热线电话，接受系统故障报修、使用帮助要求、业务和技术咨询、服务投诉等。服务咨询中心 7*24h 全天候运行，配备足够的咨询人员或技术工程师，热线电话的拨通率达到 90%以上。在热线电话发生故障情况下，提供其它备份的方便和迅速的联系方式。
9) 提供相关云服务能力（包括但不限于弹性扩展能力、弹性计费能力、高可用性、灵活配置、快速部署、数据备份和恢复等）
10) 负责提供维修保养所需的足够的人员和零备件，同时提供 5*12 小时的紧急维修服务，在接到设备报修通知后 20 分钟内响应故障，2 小时赶到现场，如遇系统硬件故障无法在故障恢复时间（4 小时）内及时解决的，将提供同等性能的备用设备供用户临时使用。
2.5其他要求
（一）协调原厂商资源对新增系统产品进行对接规划、部署、安装、调试。
（二）拥有技术支持服务中心，并配置常驻技术支持服务工程师，具有本项目相关产品的支持服务经验。
（三）服务方式及报价要求：承担本次服务方式为风险式维保服务，主要包括日常的定期预防性维护和设备出现故障后的紧急维修、日常故障排查、现场报修。合同服务期限内成交方提供的所有服务，包括人工费、硬件更换、技术支持服务等，采购人均不再另外付费。
（四）供应商能力要求：投标人具有ISO27001管理体系认证证书的优先考虑；投标人拟投入本项目的服务团队人员中，具有系统集成项目管理工程师（中级）或信息系统项目管理师（高级）证书的不少于3人的优先考虑。

2.6关键技术指标（▲标记）
供应商根据需求中▲指标进行响应，标明偏离情况，提供▲指标技术参数偏离表，标注“▲”条款的响应偏离需做实质性内容描述，同时需提供相应的证明材料，包括但不限于第三方测试报告、加盖原厂公章的产品官方技术资料白皮书或官方网页截图等证明文件，或支持承诺文件等证明材料，并在材料中明确圈示满足相关要求的内容。未提供证明材料、提供的证明材料不清晰无法识别、证明材料未体现产品相关信息、证明材料为无效材料的，不得分。
	序号
	参数项
	参数要求

	1
	大模型应用平台基础技术参数
	▲项目共需部署4 套上述大模型应用平台，整体平台总显存容量满足≥4312GB，从而满足多模型同时部署或单模型分布式推理需求。

	2
	
	▲每套应用平台能够提供满足 FP16 算力≥1536 TFLOPS，平台整体总 FP16 算力≥6144 TFLOPS，支持大模型推理过程中复杂张量运算的高效处理。

	3
	主流大模型适配范围
	▲需支持 DeepSeek 系列最新满血版大模型（参数规模671B）部署，满足全参数推理，推理过程中模型参数无裁剪、无量化压缩。

	4
	
	▲需支持 Qwen3 系列最大参数版大模型（参数规模235B）部署（上下文长度按模型能处理的最大设置），支持模型权重完整加载，推理时延≤500ms / 单条请求（输入文本长度≤512token，输出文本长度≤256token）

	5
	▲校园网互联网出口带宽上下行对称企业带宽1000M
	1.	提供线路带宽至少1000M
2.	交付时带宽测试值与承诺带宽误差应小于1%
3.	线路国内点到点访问平均丢包率 ≤0.5%
4.	线路可用率：99.9%（AAA级可改为99.99%）
5.	线路速率支持3G-10G平滑升速
6.	线路平均故障修复时间：≤4小时
7.	支持IPv4 IPv6双栈。
8.	提供访问国际优化IP地址的能力。
9.	在上海本地具备独立的Internet出口。
10.	提供7*24小时技术支持或报修联系电话。 接到报修电话，故障响应时间小于等于30分钟，线路故障修复时间小于等于8小时。
11.	对于可预见的可能影响网络的割接，提前72小时通知客户。
12.	本次采购线路由本次中标运营商提供后续维护、服务等一站式服务

	6
	投标方服务承诺
	▲投标方需承诺：若中标后交付的平台无法满足本需求书任一核心指标（如显存、算力、并发能力），需在 15 个工作日内完成硬件升级或更换，产生的费用由投标方承担。






1、 履约考核
成交方在合同服务期限内被采购方认定有以下情况之一的，年度考核结果为不合格，否则视作年度考核合格：
（一）未按规定提供服务报告、日常监控报告和巡检报告；
（二）发生超过四次责任事故。
2、 项目验收要求
成交方完成合同服务期限内规定的服务事项，向采购方提出验收申请，并提供如下文件：
（一）服务报告；
（二）日常监控报告；
（三）日常巡检报告；
由采购人组织验收并出具服务验收单或验收报告。


